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Abstract The task of automatic document summa-

rization aims at generating short summaries for orig-

inally long documents. A good summary should cover

the most important information of the original docu-

ment or a cluster of documents, while being coherent,

non-redundant and grammatically readable. Numerous

approaches for automatic summarization have been de-

veloped to date. In this paper we give a self-contained,

broad overview of recent progress made for document

summarization within the last five years. Specifically,

we emphasize on significant contributions made in re-

cent years that represent the state-of-the-art of doc-

ument summarization, including progress on modern

sentence extraction approaches that improves concept

coverage, information diversity and content coherence,

as well as attempts from summarization frameworks
that integrate sentence compression, and more abstrac-

tive systems that are able to produce completely new

sentences. In addition, we review progress made for doc-

ument summarization in domains, genres and applica-

tions that are different with traditional settings. We

also point out some of the latest trends and highlight a

few possible future directions.
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1 Introduction

With the rapid growth of information in the new era,

people can obtain and share information almost in-

stantly from a wide array of sources. The web contains

billions of documents and is growing at an exponen-

tial pace. As a result, we are facing an inevitable and

challenging problem of information overload. Tools that

provide timely access to, and digest of, various sources

are necessary in order to alleviate the problem. Search

engines have enabled users to retrieve information from

digital collections by providing a ranked list of docu-

ments or web pages, given a user-specified query. How-

ever, even the most sophisticated search engines em-

powered by advanced information retrieval techniques

lack the ability to synthesize information from multiple

sources and present users with a concise yet informa-

tive response. Tools that provide timely access to, and

digest of, various sources are necessary in order to alle-

viate the information overload people are facing. These

concerns have sparked interest in the development of

automatic summarization systems.

Summarization systems are designed to take a sin-

gle document or a cluster of documents as input, and

produce a concise and fluent summary conveying the

most important information. Recent years have seen

the development of numerous summarization tasks, ap-

proaches and applications. Such systems, imperfect as

they are, have already been shown to help users and to

enhance other automatic applications and interfaces. In

the year 2013, Yahoo acquired the trendy and decidedly

stylish news summarization app called Summly, 1 with

an audacious bid of $30 million [176].

1 www.summly.com
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There are several distinctions typically made in sum-

marization and here we introduce terminology that is

often mentioned in the literature [139].

Extractive summarization produces summaries by

concatenating several sentences taken exactly as they

appear in the original documents being summarized.

By contrast, abstractive summarization uses different

words to describe the contents of the original documents

rather than directly copying original sentences.

Early work in summarization dealt with single doc-

ument summarization where systems produced a sum-

mary of one document, whether a news story, scientific

article, broadcast show, or lecture. As research pro-

gressed, multi-document summarization emerged and

applied to clusters of news articles on the same event,

aiming at producing a one paragraph short summary.

Much of the work to date has been in the context of

generic summarization, making few assumptions about

the audience or the goal for generating the summary.

In contrast, in query-focused summarization, the goal is

to summarize only the information in the input docu-

ment(s) that is relevant to a specific user query.

1.1 Outline and Scope

The field of document summarization has moved for-

ward in various aspects during recent years. Many pa-

pers have been published that focus on different aspects

of document summarization systems. Given that there

already exist a number of earlier survey papers [139,

137, 39] that provide comprehensive view of the field

of document summarization, in this paper we are try-

ing to give an overview of the most important recent

progress that has been made within last five years.

Significant progress has been made recently from tra-

ditional extractive summarization to more abstractive

summarization, along with many more new interest-

ing task settings and applications, but none of them

has been covered or properly introduced in any previ-

ous survey paper. There exist very few similar attempts

(such as [54]) that unfortunately fail to cover the most

significant study trends or are in shortage of clear orga-

nization of content, which partly motivates us for writ-

ing this survey for recent studies. We aim at a self-

contained 2 description of the latest research progress

for document summarization made roughly from 2011,

as a solid complement of previous comprehensive re-

views [139, 137, 39] written earlier than that.

As background information, we first briefly intro-

duce classic approaches and paradigms, pointing out

2 However, readers are still assumed to have some basic
knowledge in natural language processing and text mining in
general.

some key factors for the task (Section 1.2). Then we

carefully review recent progress made on various im-

portant aspects. Section 2.2 describes the massive ef-

forts made in the scope of extractive summarization.

Due to the obvious limitations of sentence extraction,

researchers have made many attempts to shift towards

abstractive summarization, of which sentence compres-

sion plays an important role. As an intermediate step,

compressive summarization that integrates sentence com-

pression and extraction has aroused much attention,

providing better coverage while almost retaining read-

ability of original sentences. In Section 2.3.1 we de-

scribe recent work on compressive summarization. Af-

ter that we introduce more abstractive approaches that

involves more operations other than compression in Sec-

tion 2.3.2. Part of recent research also focuses on spe-

cific genres or applications beyond summarizing generic

news documents. We give a brief overview of related

progress in Section 2.4. We highlight some frontier re-

search trends and discuss our perspectives on possible

future directions in Section 3 and then conclude the

paper.

The boundaries of research scope of different re-

search papers are vague in terms of different taxonomies,

thus we avoid rigorous categorization of approaches,

but organize our descriptions according to the main

significant streams of research progress (readers who

prefer a tabular illustration may refer to Table 1 in

the next section). Also, just as in previous survey pa-

pers in this area, we do not give quantitative com-

parisons for most methods, since: (1) most approaches

may not be directly comparable as they evaluate on

different subsets of standard benchmark datasets (es-

pecially for single-document summarization) while re-

porting results in subtly different ways as well and (2)

the commonly used automatic evaluation metrics are

rather limited, with manual evaluation still being in-

dispensable in standard shared task evaluation and in

the most solid research studies.

1.2 Earlier Research and Classic Approaches

Since this paper mainly focuses on more recent ad-

vances and methodologies in document summarization,

we only give a very brief overview of classic approaches

to make this paper self-contained for reading, without

providing a complete coverage for them. For more de-

tailed descriptions of classic work one may refer to ear-

lier comprehensive survey papers [139, 137].

Earlier research in the last decade is dominated by

extractive summarization approaches, with a few of them

also include other sentence-level operations such as sen-

tence compression or reordering as a post-processing
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step after sentence extraction. The most typical frame-

works can be roughly described with three key compo-

nents:

– Sentence scoring : Each sentence is assigned a score

which indicates its importance. Summarization aims

at preserving the most important information via

extracting the most important sentences.

– Sentence selection: The summarizer has to select the

best combination of important sentences to form a

summary with paragraph length. Many global fac-

tors such as content coherence and redundancy in

description must be considered in this part.

– Sentence reformulation: Sometimes sentences extracted

from the original documents should be modified or

paraphrased, in order to produce more clear, more

coherent and more concise summaries.

The distinction of these components are sometimes vague,

as some of them are implicitly considered or integrated

in other modules.

In this subsection we briefly describe earlier approaches

for these components, then slightly touch the common

ways to evaluate summarization.

1.2.1 Sentence Scoring

Sentence scoring scheme is crucial for the summariza-

tion system to decide which sentences are more impor-

tant and tend to be selected as summary sentences.

Earlier unsupervised approaches mostly rely on fre-

quency and centrality.

Specifically, the assumption behind frequency-driven

approaches is that the most important information will

appear more frequently in the documents than less im-

portant detailed descriptions. For example, The SUM-

BASIC system [182] was driven by word probability

estimation, assigning each sentence a weight equal to

the average probability of the content words in the sen-

tence. More powerful usages include log-likelihood ra-

tio test for identifying topic signature words that are

highly descriptive of the input documents [114]. In ear-

lier coverage-based models the concepts or word bi-

grams that are considered important are those with

high document frequency [62].

Meanwhile, sentences which are more similar to other

sentences are considered to be central, assumed to be

carrying the most central ideas of the original docu-

ments. This assumption forms the basis of graph-based

summarization frameworks, typically adapted from link

analysis algorithms in network analysis. Both TextRank [133]

and LexRank [47] run the PageRank algorithm in a

weighted graph of words or sentences, with edge weights

defined using literal or more semantic-driven similari-

ties. In centroid-based summarization [157], a pseudo-

sentence of the document called centroid is constructed,

consisting of words with tf-idf 3 scores above a prede-

fined threshold. The score of each sentence is defined by

summing the scores based on different features includ-

ing cosine similarity of the sentence with the centroid.

Probabilistic topic models based on co-occurrences

have also been exploited in summarization. For exam-

ple, the HIERSUM model [68] is presented based on

hierarchical Latent Dirichlet Allocation (hLDA) to rep-

resent content specificity as a hierarchy of topic vocabu-

lary distributions. A later work [21] also utilize a hLDA-

style model to devise a sentence-level probabilistic topic

model and a hybrid learning algorithm for extracting

salient features of sentences.

All these approaches have in common that they fo-

cus on selecting the most repeated information from

a document. However, in noisy documents with signifi-

cant amounts of redundant, unimportant texts, extract-

ing the most central or most frequent parts may not be

a good strategy.

To date, various machine learning methods have

been developed for extractive summarization by learn-

ing to extract sentences. Given sentences with labeled

importance scores, it is straightforward to train regres-

sion models for importance prediction [209, 53, 72], or

learning to rank models to train a model that is ca-

pable to assign high rank for the most important sen-

tences [132, 169, 190]. To model possible inter-sentence

dependency rather than predicting the important score

for each sentence individually, document summariza-

tion can also be treated as a sequence labeling prob-

lem, with latent labels indicating whether to extract the

sentence into the summary or not. As a result, hidden

Markov models [37], conditional random fields [170],

structural SVMs [109] have all been applied in such

settings. All these systems extract indicative features

including sentence position, named entities, similarity

or distance to query, content word frequency, etc.

Supervised approaches rely on labeled training data.

A typical way to construct labeled data for training is

to set ROUGE (cf. Section 1.2.4), the most commonly

used automatic evaluation metric, or its variants or ap-

proximations as prediction target for sentence scoring.

This treatment is intuitive and has become more theo-

retically justified in a very recent study [153].

3 The tf-idf weighting scheme is well known concept in in-
formation retrieval that uses the term frequency (tf) in the
document for each term and a complementary weight for each
term which penalizes terms found in many documents in the
collection by using the inverse document frequency (idf), i.e.
the inverse of the number of documents that contain the term,
as weights.
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For query-focused summarization, the query infor-

mation is typically considered via computations of sim-

ilarity or overlap between each sentence and the query.

These values can be either used in similarity-based ap-

proaches, or act as features for importance prediction [209].

Supervised approaches have achieved more significant

improvements for sentence scoring in query-focused set-

tings as well due to better capturing the dependence

with query terms [190].

1.2.2 Sentence Selection

Having predicted sentence importance scores, the most

straightforward followup step is to directly select sen-

tences that ranked at the top. However, for document

summarization, especially multi-document scenarios, re-

dundancy removal is a key issue. A good summary should

never contain repeated descriptions for the same piece

of information, even though the relevant sentences have

all been treated as important ones.

One of the most popular approach for sentence se-

lection is maximum marginal relevance (MMR) [19]. It

defines an objective function gain of adding text unit

(e.g. sentence) k to set S(k 6∈ S) as:

λSim1(sk, q)− (1− λ) max
i∈S

Sim2(si, sk) (1)

where Sim1(sk, q) measures the similarity between unit

sk to a query q, while Sim2(si, sk) measures the simi-

larity between unit si and unit sk , and λ ∈ [0, 1] is a

trade-off coefficient.

For probabilistic approaches [182, 68], sentences are

typically selected with the goal to minimize the Kullback-

Leibler (KL) divergence between the probability dis-

tribution of words estimated from the summary and

that from the input. Solving for the summary with the

smallest KL divergence is computationally intractable,

so greedy selection is often used.

Meanwhile, sentence scoring and selection can be

modeled (sometimes implicitly) in the same framework,

formulated as global optimization [131, 62] rather than

greedily adding sentences to form a summary. The most

widely used practice is to formulate the problem as in-

teger linear programming (ILP). The objective is usu-

ally to maximize coverage with constraints introduced

to ensure the consistency between the selection of sen-

tences and sub-sentential units, along with a knapsack

constraint to limit the total length of the output sum-

mary. For example, in concept-based ILP for summa-

rization [62], the goal is to maximize the sum of the

weights of the concepts (usually implemented as bi-

grams) that appear in the summary. The association

between the concepts and sentences serves as the con-

straints. This ILP framework is formally represented as

below:

max
∑

i wici (2)

s.t. sjoij ≤ ci, (3)∑
j sjoij ≥ ci, (4)∑
j ljsj ≤ L, (5)

ci ∈ {0, 1},∀i, (6)

sj ∈ {0, 1},∀j, (7)

where ci and sj are binary variables that indicate the

presence of a concept and a sentence respectively, wi is

the weight for concept i and oij means the occurrence

of concept i in sentence j. The inequality constraints

ensure consistencies that selecting a sentence leads to

the selection of all the concepts it contains, and select-

ing a concept only happens when it is present in at least

one of the selected sentences.

1.2.3 Sentence Reformulation and Ordering

Most of earlier systems extract sentences and just leave

them as they are. Systems targeting more practical us-

ages also include additional operations as an additional

step following sentence selection.

Sentences extracted from original documents usu-

ally contain unnecessary or redundant information, which

makes them less suitable to be directly used as sum-

mary sentences. A popular solution is to pipeline sen-

tence extraction and rule-based compression. More so-

phisticated operations may also be used to enhance

compactness and informativeness, such as paraphras-

ing and sentence fusion [9]. Due to the immatureness of

current natural language generation techniques, some

of these operations may hurt readability of the final

summary. As a result, very few progress in terms of

sentence rewriting has been made in fully abstractive

summarization in earlier work.

Meanwhile, the order in which information is pre-

sented to the reader critically influences the quality of

a summary. In a single document, summary information

can be presented by preserving the order in the original

document [157]. However, extracted sentences do not

always retain their precedence orders in manually writ-

ten summaries. Reordering is a more significant issue for

multi-document summarization as summary sentences

are from multiple unaligned sources. Classic reordering

approaches include inferring order from weighted sen-

tence graph [36], or perform a chronological ordering

algorithm [8] that sorts sentences based on timestamp

and position.
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1.2.4 Evaluation

A good summary must be easy to read and give a

good overview of the content of the source text. Man-

ual evaluation for document summarization is time-

consuming and difficult, hence a series of proposals have

been made to partially or fully automate the evalua-

tion. Currently the ROUGE (Recall-Oriented Under-

study for Gisty Evaluation) metrics [115] are the de

facto standard for automatic evaluation of summariza-

tion. The ROUGE metrics are based on the compari-

son of n-grams between the summary to be evaluated

and one or several human-written reference summaries.

There are several variants of ROUGE, including ROUGE-

n (n-grams), ROUGE-L (the longest common sequence),

ROUGE-SU (skip-bigrams and uni-grams). For exam-

ple, the most commonly used ROUGE-N is an n-gram

based metric with the recall oriented score, the precision

oriented score and the F-measure score for ROUGE-N

computed respectively as follows:

ROUGE-Nrecall =

∑
s∈ ref sum

∑
Ngram∈S

Countmatch(Ngrams)∑
s∈ ref sum

∑
Ngram∈S

Count(Ngrams)

(8)

ROUGE-Nprecision =

∑
s∈ ref sum

∑
Ngram∈S

Countmatch(Ngrams)∑
s∈ cand sum

∑
Ngram∈S

Count(Ngrams)

(9)

ROUGE-NF-score =
2× ROUGE-Nrecall × ROUGE-Nprecision

ROUGE-Nprecision + ROUGE-Nrecall

(10)

Other commonly used evaluation metrics also exist.

Hovy et al [75] propose a method where they represent

each sentence as a set of semantic units called Basic

Elements (BE), and calculate the coverage of BEs in

the system outputs with regard to the reference sum-

mary. Nenkova and Passonneau [138] develop the pyra-

mid evaluation approach by using Summarization Con-

tent Units (SCUs) to calculate weighted scores. An SCU

has a higher weight if it is mentioned more frequently by

human summaries. Consequently, a summary covering

SCUs with higher weights will have a higher pyramid

score. Intrinsic evaluation on other important aspects

of summaries still very much relies on human judgment.

For DUC or TAC conferences, human judges are asked

to rate on various aspects of the system summaries, e.g.

grammaticality, non-redundancy, clarity, or coherence.

Currently none of these aspects can be properly mod-

eled by automatic approaches, therefore manual evalu-

ation is still indispensable in principle.

2 Recent Advances

2.1 Overview of Recent Progress

Document summarization tasks require systems to con-

sider multiple factors when producing a summary, e.g.

coverage of information, coherence, non-redundancy and

conciseness. Progress has been made in recent years for

document summarization from various aspects. In this

section, we carefully survey the most significant streams

of recent contributions made from relevant research,

with more focus on methodologies that yield strong per-

formance on standard benchmark evaluations. When

organizing the descriptions in this section, we do not ex-

plicitly separate methods proposed for single-document

summarization and multi-document summarization, al-

though they may emphasize different aspects slightly

differently.

In later DUC/TAC evaluation tasks, query-focused

document summarization and guided summarization are

starting to receive more attention. They differ from

generic summarization in that a pre-specified query sen-

tence is provided to describe the specific information

need and thereby guide the summarization process. Un-

til now, query-focused systems are mostly proposed with

merely surface-level treatment for queries: using term

overlap or literal similarity between document sentences

and query sentences to integrate unsupervised systems

or serve as features for supervised summarization. Many

papers for query-focused summarization have no special

treatment other than these and there are actually more

contributions made for generic summarization in these

papers. Therefore we do not describe them separately

in an individual section.

Here we make some bibliographic statistics for this

survey, as illustrated in Figure 1. We may observe that

there exist a continuous trend in the community to-

wards summarization tasks, and the number of sur-

veyed papers appears to be relatively stable with an

overall increase of interest. The main stream confer-

ences on natural language processing including ACL,

EMNLP, NAACL, EACL, COLING and others, are the

main publication venues for recent progress in docu-

ment summarization and related topics. Some also ap-

pear in AI/IR venues as they are topically relevant. We

also cover a few machine learning papers that model

some aspects that are important for summarization tasks,

as the authors of those papers also show the effective-

ness of their approaches in summarization scenarios.
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There are also some relevant journal publications men-

tioned in this survey.

0
5
10
15
20
25
30
35
40
45

2011 2012 2013 2014 2015 2016

#papers 

#papers

(a) Number of papers in each year

26% 

19% 

8% 2% 

14% 

3% 
4% 
4% 

20% 

ACL

EMNLP

NAACL

EACL

COLING

SIGIR

AAAI

IJCAI

Others

(b) Main published venues

Fig. 1: Bibliographic statistics for the recent research

papers covered in this article

To provide a more explicit view of the organization

structure of our descriptions and help readers to get a

big picture of recent advances, we summarize the most

important recent relevant papers we have covered in

Table 1. The way we organize this survey is according to

the most significant research streams made in document

summarization in recent years, therefore need not be

strictly categorized according to certain taxonomy of

the different types of summarization tasks themselves.

2.2 Advances in Extractive Summarization

Much progress has been made within traditional frame-

works of extractive summarization. We organize the de-

scriptions in this section according to the most signifi-

cant lines of research made in recent years.

As we mentioned earlier, we will not provide quan-

titative comparisons for different methods. Interested

readers may refer to a recent quantitative analysis [73]

on the performance of different extractive systems on

the DUC 2004 multi-document summarization task, which

conduct consistent, thorough analysis on the system

outputs from a few representative papers with the state-

of-the-art performance, and the conclusions are rela-

tively reliable.

2.2.1 Improving Concept-based ILP

Classic concept-based ILP systems optimizing for bi-

gram concept coverage are based on concept weights

derived from document frequency counts, with the as-

sumption that frequently appeared bigrams will mostly

contain important concepts. We have already pointed

out the limitations of the frequency assumption in the

introductory section. Introducing supervised learning

may better predict which pieces of information are more

important and should be preserved in the summary.

One possible way to inject supervision is to learn

weights for sentences [53] by: training a regression model

to predict sentence-level importance scores while as-

signing same weights for each bigram, and let the ILP

model select important sentences while covering more

frequent bigrams. The ROUGE scores can be used as

prediction target. One may also directly predict impor-

tance scores for bigram concepts. For example, using

discriminative training to learn a regression model to

minimize the distance between the ground truth bigram

frequency statistics in the reference summary and the

estimated frequency [97].

Bigram based ILP summarization methods may be

further improved from different aspects [100]: rather

than using a predefined threshold to filter concepts as

in previous practice [63], using syntactic information to

select more important bigrams has been proved to be

more effective, based on the intuition that in most cases

nouns, verbs, and adjectives are more indicative for doc-

ument analysis. In addition to the internal features such

as document frequency or bigram positions, features de-

rived from external resources may also be helpful. The

authors of [100] propose to extract features by leverag-

ing multiple external resources such as pretrained word

embeddings from large external corpus, or relatively

more informative resources such as Wikipedia, Dbpe-

dia, WordNet, and SentiWordNet. The bigram weights

are then trained discriminatively in a joint learning

model that predicts the bigram weights and selects the

summary sentences in the ILP framework at the same

time. It has also been shown that relevant public posts

can provide useful information and can be effectively

leveraged to improve news article summarization by

helping to determine bigrams weights or even directly

used as candidate sentences [101].

Another study finds that pruning low-weight con-

cepts may not only lead to lower ROUGE scores but

also multiple optimal solutions for ILP with very dif-

ferent real summary quality [14]. The authors introduce

a small term into the objective function of ILP based

on frequency of non-stopwords in the document set and

prompt a single solution with improved performance.
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Recent research directions (Section) (partial) main references

Traditional
extractive

summarization
(Section 2.2)

Concept-based ILP
(Section 2.2.1)

supervised weights [53, 97],
learning with external

resources [100],
non-bigram concepts [167]

Diversity prompting
submodular functions

(Section 2.2.2)

submodular maximization [116, 117],
parameterized [118, 172],

volume maximization [93, 94, 61, 207],

Coherence modeling
(Section 2.2.3)

topic models [22, 104],
discourse [71, 208]

G-FLOW [32], semi-CRF [144],

Other aspects
(Section 2.2.4)

system ensemble [186, 152, 74],
indirect supervision [162, 87],

neural network rankers [124, 206, 16],

Beyond sentence
extraction

(Section 2.3)

Compressive
(Section 2.3.1)

supervised compression [190, 96, 98],
joint learning [12, 2, 134, 156, 45],

discourse trimming [88, 145, 45, 108]

Abstractive
(Section 2.3.2)

caseframes [29], grammar-based [195],
recombining units [30, 121, 13],

extraction templates [59, 166, 154]
End-to-end

(Section 2.3.3)
sentence simplification [165, 31, 135],

hierarchical attention [28, 135]

Beyond traditional
summarization
(Section 2.4)

New task settings
(Section 2.4.1)

comparative [79], update [42, 99],
evolutionary [198],

multi-lingual [119, 183]

New domains/genres
(Section 2.4.2)

microblogs [168, 24],
meetings [188], opinions [191, 189],

scientific papers [155, 35], etc.
New applications

(Section 2.4.3)
generating slides [78],

news [212], poetry [200], etc.

Table 1: Main stream recent studies, corresponding sections, and main bibliographic references

On the other hand, concepts other than bigrams

have also been studied. It has been showed that using

syntactic and semantic concepts (e.g. frame semantics)

instead of bigram concepts may not improve document

summarization in classic settings of summarizing news

clusters, but may become extremely useful in other gen-

res such as lawsuits and wikipedia texts [167].

2.2.2 Diversity Prompting via Submodular

Maximization

Another angle to improve information coverage is to

promote diversity when selecting important individu-

als. By balancing itemwize important scores and over-

all selectional diversity, more items with high impor-

tance will be packed in the summary with more diverse

coverage and thereby less redundant descriptions. This

idea in the context of document summarization is typ-

ically implemented in the mathematical framework of

submodular function maximization.

Submodular functions are set functions that sat-

isfy the property of diminishing returns: given a finite

ground set V , for ∀A ⊆ B ⊆ U \ u, a set function

f : 2U → R is said to be submodular iff 4

f(A ∪ {u})− f(A) ≥ f(B ∪ {u})− f(B). (11)

The concept of submodularity fits content selection

in summarization tasks well: there will be less gain by
introducing an information unit into the current partial

solution once we have already selected certain number

of information units. Especially when scoring a sum-

mary at the sub-sentence level, submodularity naturally

arises. For instance, concept-based summarization usu-

ally maximizes the weighted credit of concepts covered

by the summary.

The problem of maximizing submodular functions

is usually approximately solved via simple greedy al-

gorithms, often packed with theoretical guarantees for

worst-case approximation. For instance, a famous result

is that the problem of maximizing a monotone submod-

ular function under a cardinality constraint (restricting

total number of selected elements) can be solved using a

greedy algorithm to get an approximate solution which

is at least (1 − 1/e ≈ 0.63) of the optimal value [136].

4 There is an equivalent definition which provides less in-
tuition in the context of document summarization: f is sub-
modular iff for ∀A,B ⊆ V we have f(A) + f(B) ≥ f(A ∪B) +
f(A ∩B).
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There are also studies for various performance guar-

antees for having knapsack constraints, monotone 5 or

non-monotone objective functions, etc. (See [117] for

more discussions.)

Lin and Bilmes [116] first treat the document sum-

marization problem as maximizing a submodular func-

tion under a budget constraint. They show both the-

oretically and empirically that a modified greedy al-

gorithm can efficiently solve the budgeted submodular

maximization problem near-optimally, at least as good

as 1/2(1− 1/e)f(S∗) for the optimal solution f(S∗). 6

Inspired by MMR (Equation 1), the authors used an

objective consisting of a graph cut function combined

with penalty for redundancy:

fMMR(S) =
∑

i∈V \S

∑
j∈S

wi,j − λ
∑

i,j∈S:i 6=j

wi,j , λ ≥ 0. (12)

Intuitively, many objective functions for document

summarization are submodular. For example, the MMR

sentence selection function (1) clearly satisfies the di-

minishing returns property. Lin and Bilmes [117] stud-

ied a class of submodular functions targeting for docu-

ment summarization tasks. These functions each com-

bine two terms, one which encourages the summary to

be representative of the corpus, and the other which

positively rewards diversity. They model the summary

score as

F(S) = L(S) + λR(S), (13)

where L(S) measures coverage andR(S) rewards diver-

sity in S. The authors propose the following objective

that does not rely on concepts:

L(S) =
∑
i∈V

min{Ci(S), αCi(V )}, (14)

where Ci : 2V → R is a monotone submodular function

(designed as Ci(S) =
∑

j∈S wi,j in the paper with wi,j

for pairwise similarity) and α ∈ [0, 1] is a threshold co-

efficient. Instead of penalizing redundancy by subtract-

ing from the objective, the authors propose to reward

diversity by adding the following to the objective:

R(S) =

K∑
i=1

√ ∑
j∈Pi∩S

rj , (15)

where Pi, i = 1, . . . ,K is a partition of the ground set

V (i.e.
⋃

i Pi = V and Pi ∩ Pj = ∅ ∀i, j) into separate

clusters and ri ≥ 0 indicates the reward of adding i into

5 A set function f is called monotone, if f(A) ≤ f(B) when-
ever A ⊆ B.
6 The original paper [116] incorrectly proved a better (1−

1/
√
e) bound, as pointed out in a later work from a different

research group [134].

the empty set. The function R(S) rewards diversity in

that there is usually more benefit to selecting a sentence

from a cluster not yet having one of its elements already

chosen. As soon as an element is selected from a clus-

ter, other elements from the same cluster start having

diminishing gain due to the square root function, hence

the submodularity.

Slight modifications of the above functions can be

easily made to adapt for query-focused summarization,

taking similarity or overlap with query terms into ac-

count. Despite simple structures, they already achieve

competitive performance on DUC datasets [117].

Further improvements have been made via design-

ing parameterized submodular functions that can uti-

lize explicit supervision from data to learn model pa-

rameters. An additional benefit is that structured learn-

ing under a structured SVM framework makes it easy

to introduce the ROUGE metrics into the training pro-

cess, using (1-ROUGE) as the loss function for loss-

augmented inference. For instance, one may design a

mixture of “submodular shells” (classes of submodular

functions with varying parameters) [118] whose mixture

weights are learned directly from data. Another concep-

tually simpler way is to use linear models to parame-

terize the basic units in submodular functions [172]. In

document summarization, the building blocks for sub-

modular objective functions mostly involve two kinds

of units: pairwise similarity scores σ(i, j) and unit-level

coverage scores ω(v). We can parameterize σ(i, j) and

ω(v) using linear models, allowing that each depends

on the full set of input sentences x:

σx(i, j) = w>φpx(i, j), or ωx(v) = w>φcx(v), (16)

where w is the weight vector to be learned and φ de-

notes feature vectors. We (the authors of this survey)

test their open implementation 7 on DUC 2004 and find

that the system can achieve the state-of-the-art per-

formance when compared with the currently published

strongest results, in terms of both ROUGE and manual

ratings of quality.

Other than explicit parameterizations, policy learn-

ing has also been studied in contextual submodular

prediction [164]. By learning a contextual prediction

policy based on a single no-regret learner, the system

can produce a near-optimal list of predictions. This has

been verified on document summarization task as se-

quentially predicting a list of sentences to construct the

summary.

There are also studies that try to extend the con-

cept of submodularity, with very similar framework but

slightly different design and analysis; For example, Das-

gupta et al [40] formulate the objective function as a

7 Available at http://www.cs.cornell.edu/ rs/sfour/ .
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sum of a submodular function and a non-submodular

function called dispersion, with the latter using inter-

sentence dissimilarities in different ways in order to en-

sure non-redundancy of the summary.

There is another special type of submodular func-

tions, derived from a probabilistic model called deter-

minantal point processes [94], which jointly models the

quality (importance) of each item and overall diversity

in a set of items. Determinantal point processes (DPPs)

are distributions over subsets that jointly prefer quality

of each item and diversity of the whole subset. Formally,

a DPP is a probability measure defined on all possible

subsets of a group of items Y = {1, 2, . . . , N}. For every

Y ⊆ Y we have:

P(Y ) =
det(LY )

det(L+ I)

where L is a positive semidefinite matrix typically called

an L-ensemble. LY ≡ [Lij ]i,j∈Y denotes the restric-

tion of L to the entries indexed by elements of Y , and

det(L∅) = 1. The term det(L + I) is the normaliza-

tion constant which obviously has a succinct closed-

form and is therefore easy to compute. We can define

the entries of L as follows:

Lij = qiφ
>
i φjqj = qi · sim(i, j) · qj (17)

where we can think of qi ∈ R+ as the quality of an item

i and φi ∈ Rn with ‖φi‖2 = 1 denotes a normalised

feature vector such that sim(i, j) ∈ [−1, 1] measures

similarity between item i and item j. This simple def-

inition gives rise to a distribution that places most of

its mass on sets that are both high-quality and diverse.

This is intuitive in a geometric sense since determinants

are closely related to volumes: in particular, det(LY ) is

proportional to the volume spanned by the vectors qiφi
for i ∈ Y . Thus, item sets with both high-quality and di-

verse items will have the highest probability (Figure 2).

Specifically, DPPs combine a per-sentence quality

model that prefers relevant or important sentences with

a global diversity model encouraging non-overlapping

content. This setup has several advantages. First, by

treating these opposing objectives probabilistically, there

is a unified framework for trading off between them.

Second, the sentence quality model can depend on ar-

bitrary features, and its parameters can be efficiently

learned from reference summaries via maximum likeli-

hood training [93]; Finally, because a DPP is a prob-

abilistic model, at test time it is possible to sample

multiple summaries and apply minimum Bayes risk de-

coding, thus improving ROUGE scores [94].

A closely related approach is maximizing the se-

mantic volume [207]. The authors use singular value

(a)

(b) (c)

Fig. 2: (adapted from [94]) Geometric intuitions of

DPPs: (a) The probability of a set Y depends on the

volume spanned by vectors qiφi for i ∈ Y (b) As length

increases, so does volume. (c) As similarity increases,

volume decreases.

decomposition on bigram vectors to get vectorial repre-

sentations for sentences and then maximize the volume

spanned by the vectors via a Gram-Schmidt process.

This volume maximization procedure has been shown

to be more effective than MMR selection, for the pur-

pose of redundancy removal and diversity prompting.

2.2.3 Methods for Improving Summary Coherence

Coherence is an important property when producing

a summary. Understanding the descriptive structure of

the original documents is crucial for prompting coher-

ence in the generated summaries. Early approaches con-

struct lexical chains [7], which represent sentence relat-

edness through word and synonym overlap across sen-

tences. The hypothesis is that each chain represents a

topic and topics that are pursued for greater lengths

are likely to be more salient.

Unsupervised probabilistic approaches, usually vari-

ants of Bayesian topic models, can be adapted to model

the hidden abstract concepts across documents as well

as their correlations, to generate topically coherent and

non-redundant summaries. These approaches are suit-

able for query-focused summarization, integrating query

relatedness in the generative models [22, 104].

The G-FLOW system [32] estimates coherence by

using an approximate discourse graph, where each node

is a sentence from the input documents and each edge

represents a discourse relationship between two sen-

tences. Relationship between all described entities in

the sentences can be used to calculate edge-level scores,

or used more globally to score a full candidate summary

containing multiple sentences [194]. Coherence scores

can also be parameterized, for example using structured

linear models like CRFs or semi-Markov HMMs [144].

Then the summarization problem can be formulated as

combinatorial optimization with the objective function
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consisting of both parameterized coverage scores and

parameterized coherence scores, both jointly learned

from data.

Many single document summarization systems uti-

lizes analysis of the discourse structure of the input doc-

ument to produce more coherent single document sum-

maries. Rhetorical Structure Theory (RST) [130] is a

commonly mentioned concept, which requires the over-

all structure of a text to be represented by a tree. RST

trees have the smallest units of text analysis, called el-

ementary discourse units (EDU), as leaf nodes. EDUs

are essentially sub-sentential clauses derived from a seg-

mentation of sentences, including dependencies such as

clausal subjects and complements. The more central

units to each RST relation are nuclei (N) while the

more peripheral are satellites (S). Figure 3 discribes an

example discourse tree with EDUs.

CIRCUMSTANCE

As your floppy drive writes or reads

S

PURPOSE

a Syncom diskette is
working four ways

N

to keep loose particles
and dust from causing
soft errors, drop-outs.

S

N

Fig. 3: (An example from [130]) An RST discourse tree

with EDUs as leaf nodes

After discourse parsing and getting the RST depen-

dency tree, the single document summarization prob-

lem can be formulated as a tree knapsack problem [71],

in which sentence selection must follow the rule that
once any sentence has been selected, so must its head

sentence be. The discourse parser itself can also be

trained using summarization data [208, 193].

2.2.4 Other Advances in Extractive Approaches

We describe some relatively more discrete advances for

extractive summarization in this section.

Many studies also try to improve document summa-

rization from other aspects that have not been explicitly

considered in traditional approaches, for example to ex-

tract more certain sentences [185], or to utilize timeline

information to enhance summarization [142].

Some studies focus on integrating the power of dif-

ferent summarization systems, trying to promote weighted

consensus [186] or directly perform supervised aggre-

gation [152] or reranking outputs from different base

systems [74].

There are also a few recent studies focus on im-

proving graph-based summarization. Li and Li [111] in-

tegrate topic models into graph ranking, utilizing rela-

tions between topics and sentences. Parveen and Strube [149]

use a bipartite graph connecting sentences and topics

to represent a document and apply the HITS algorithm

to calculate importance. Graph-based topical coherence

can be naturally introduced in graph-based frameworks.

By building sentence-entity bipartite graphs, coherence

scores can be derived from node degrees (possibly weighted)

and integrated in a ILP objective function [150]. Mean-

while, using rich syntactic/semantic information to de-

rive frequent sub-patterns for similarity calculations may

also improve the performance of graph ranking mod-

els [201].

Machine learning under indirect supervision, such

as using reinforcement learning [162] or learning-to-

search [87] has also been adapted to summarization

tasks and shows great potential by defining proper re-

ward functions. Such approaches can directly utilize

relevant metrics (such as ROUGE) during training for

defining proper reward signals, while the non-differentiability

of relevant metrics makes it difficult for direct numerical

optimization in other frameworks. Also, such method-

ologies can naturally fit many scenarios where data are

in large scale and come in streams.

Representation learning based on neural networks

with multiple layers has made significant progress in

many sub-fields of artificial intelligence, especially in

computer vision and speech recognition. In recent years,

it also starts to show some potential in natural lan-

guage processing. There starts to emerge a bunch of

work that tries to model summarization tasks in neu-

ral network architectures, with less or no dependence

on handcrafting features. Until now neural network ap-

proaches for document-level summarization are mostly

playing partial roles, acting as one component such

as sentence scoring in essentially a traditional extrac-

tive framework. Deep Boltzmann machines have been

adapted for document summarization to learn hierar-

chical concept representations and to predict concept

importance and select sentences accordingly [124]. A

few studies explored directly measuring similarity based

on distributed representations, using the sum of trained

word embeddings to represent sentences or documents [92,

91]. Convolutional architectures have been designed for

sentence modeling and selection [206, 16], used as sen-

tence scoring modules for extractive summarization. A

later work [18] also uses convolutional sentence embed-

dings to model sentence-level attentive behaviors, us-

ing a layered neural network to learn query relevance

ranking and sentence saliency ranking simultaneously.

Sentence ranking framework can also be built upon re-

cursive neural networks, formulating scoring as hierar-

chical bottom-up regression [15]. Recently, it has been
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shown effective to use even the simplest form of neural

network, i.e. generic multi-layer perceptron, to directly

predict the relative importance of a sentence given a

set of selected sentences, considering importance and

redundancy simultaneously [160].

Meanwhile, a few unsupervised approaches have also

been proposed. However, unsupervised approaches have

mostly been over-performed by supervised approaches,

even though the size of available training data is cur-

rently still relatively small. Zhang et al [215] utilize

the density peaks clustering algorithm [163] for scor-

ing representativeness and diversity, yielding relatively

strong ROUGE results as an unsupervised framework.

Empirically, the OCCAMS system [41] gives currently

the best performance in unsupervised methods on stan-

dard DUC datasets. It first derives the term weights

via latent semantic analysis, and then selects sentences

that cover the maximum combined weights. Another re-

cently explored idea is data reconstruction [70], based

on an assumption that a good summary may consist of

those sentences that can best reconstruct the original

document. The mathematical formulation is straight-

forward, while being rather easy to extend as shown

in a bunch of follow-up papers or ideas [122, 110, 204,

129]. However, efforts from this stream of study fail

to achieve convincing performance as shown by exper-

imental evaluation on standard multi-document DUC

datasets. 8 The reported results are inferior to OC-

CAM and far less comparable to the state-of-the-art

supervised approaches, and one of them [204] actually

was later found to perform even worse than reported

due to incorrect length control in the experiments. In

fact, apart from lacking task-specific supervision, there

exists a conceptual gap between the reconstruction as-

sumption and practice. Data reconstruction approaches

encourage summaries to cover information as much as

possible, while in practice good summaries should only

cover a small portion of original information. We cannot

expect even a human to recover most of the information

described by a full document only after reading a short

paragraph of summary.

2.3 Beyond Sentence Extraction

Although much progress has been made in extractive

summarization, one of the problems that extractive ap-

proaches suffer from is that they unavoidably include

secondary or redundant information. More importantly,

it is still far from the way humans write summaries. For

8 Starting from [70], all these papers weirdly evaluate their
systems merely on query-focused datasets although they are
designed for generic cases.

single document summarization in particular, the well-

known Lead baseline, i.e. extracting the first sentences

of the document, have already been close to the 99%

percentile of the ROUGE score distribution over all pos-

sible extractive summaries for newswire and scientific

domains [23], showing that it is difficult to significantly

improve over the Lead system on standard benchmarks

(e.g. see standard DUC/TAC evaluations). Similar per-

centile ranks have also been observed for the TextRank

system [133]. These results may not suggest that addi-

tional improvements cannot be made in these domains,

but that making further improvements based on only

sentence extraction will be considerably difficult.

Abstractive summarization is generally considered

to be much more difficult, involving sophisticated tech-

niques for meaning representation, content organiza-

tion, surface realization, etc. There has been a surge of

interest in recent years on compressive document sum-

marization that tries to compress original sentences to

form a summary, as an intermediate, viable step to-

wards abstractive summarization.

2.3.1 Compressive Summarization

Compressive summarization includes sentences which

are compressed from original sentences, by extracting

partial sentences from the original documents, without

further modifications other than word deletion. Com-

pressive summaries often contain more information than

sentence extraction, since they can remove less impor-

tant sentence components and make room for more

salient information that is otherwise dropped due to the

total length constraint. To form grammatical compres-

sions, sentence compression is typically implemented as

trimming syntax trees produced by a constituent parser

or a dependency parser, while following certain linguis-

tically motivated rules. Figure 4 shows an example via

trimming a constituent parse tree.

Two general strategies have been used for compres-

sive summarization. One is pipelining, where sentence

extraction is followed or proceeded by sentence com-

pression [113, 211, 190]. Another line of work uses joint

compression and summarization. Such methods have

been shown to achieve promising performance but typ-

ically computationally much more expensive.

Chali and Hasan [25] study the effectiveness of sen-

tence compression under an ILP framework for query-

focused summarization. A comprehensive set of query-

related and importance-oriented measures are used as

well as various sentence similarity measures to define

the relevance constraints and redundancy constraints.

They show that jointly performing compression and ex-
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Fig. 4: An example of constituent tree trimming for sen-

tence compression. The nodes to be dropped are grayed

out. The sentence is compressed as Malaria causes mil-

lions of deaths.

traction via optimizing a combined objective function

outperforms pipeline approaches.

In earlier work, sentence compression is usually done

in an unsupervised fashion based on frequency-driven

scores and tree-trimming rules, or being supervised from

external sentence compression datasets. Such general-

purpose sentence compression is somewhat independent

or inconsistent to the goal of summarization. Improve-

ments can naturally be achieved with supervision or

guidance from summarization data when training com-

pression models.

One treatment is to use summarization data to pro-

vide training targets for compression models. Li et al [96]

train conditional random fields for sentence compres-

sion, using data annotated with word importance de-

rived from manually written summaries. They show

that including sentences with such guided compression

in ILP models improves over including sentences with

generic compression. For sentence compression based

on trimming constituent trees, the reference label for

every node in the tree can also be obtained automat-

ically from the bottom to the top of the tree [98]. In

a pipeline framework where sentences are first com-

pressed via trimming expanded constituent trees using

the learned model, the system achieves similar ROUGE

scores but better linguistic quality on TAC data.

Another way is to combine multiple scoring mod-

els with the guidance of summarization data. Wang

et al [190] investigated the role of supervised sentence

compression techniques for query-focused multi-document

summarization. A compression scoring function is con-

structed to incorporate of multiple task-specific scorers,

including scores from their proposed tree-based com-

pression, query relevance, significance, redundancy, with

combination weights tuned on held-out data. Their sys-

tem show statistically significant improvements over pure

extraction-based approaches, achieving the current state-

of-the-art results on query-focused DUC datasets (DUC

2006 and DUC 2007), in terms of both ROUGE scores

and pyramid scores, along with reasonably good man-

ual evaluation scores.

Currently the most popular way for supervised com-

pressive summarization is to perform multi-task learn-

ing, or jointly learn an extraction model and a compres-

sion model in the same framework.

Berg-Kirkpatrick et al [12] first propose an approach

to score the candidate summaries according to a com-

bined linear model of extractive sentence selection and

compression. They train the model using a margin-

based objective whose loss captures the final summary

quality. Since the search space is way larger than pure

sentence selection for ILP solvers, they perform some

sentence filtering in the first step to reduce the number

of candidates as more practical approximation.

As the scale of problem grows significantly larger

in joint extraction and compression settings, various

alternatives to the ineffective ILP solvers have been

studied. A recently proposed framework enables inde-

pendent decoding for compression while dealing with

knapsack constraint separately, based on alternating di-

rection dual decomposition (AD3) [2]. The authors pro-

pose multi-task learning to train compressive summa-

rizers, using auxiliary data for extractive summariza-

tion and sentence compression. Their framework yields

high ROUGE scores and consumes running time as

short as extractive systems. Another approximate in-

ference strategy is to cast the original ILP into a more

tractable formulation, such as graph cuts [156]. The au-
thors modify the objective function with supermodular

binary quadratic functions to eliminate subtree dele-

tion constraints and relax the length constraint using

Lagrangian relaxation. The relaxed objective function

is bounded by the supermodular binary quadratic pro-

gramming problem which can be approximately solved

using graph max-flow/min-cut. Morita et al [134] try to

produce compressive summarization by extracting a set

of dependency subtrees in the document cluster, under

the budgeted submodularity framework, with depen-

dency constraints to guarantee readability. They pro-

pose an efficient greedy algorithm for approximate in-

ference with performance guarantee, calling a dynamic

programming procedure for subtree extraction.

Compressive summarization in single document case

can also integrate discourse level compression, which

may lead to more coherent compressed sentences. A

natural way is to consider both the syntactic depen-

dency tree for words and discourse dependency tree

between sentences (rhetorical structures) as a nested
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tree structure, then formulate this nested tree trim-

ming problem as combinatorial optimization [88] and

generate compressive summaries using ILP solvers or

more carefully designed dynamic programming proce-

dure [145].

A very recent system [45] tries to combine discourse-

level compression based on RST tree and syntactic com-

pression based on constituent trees. To improve cross-

sentence coherence, the system incorporates a model

of anaphora resolution and gives the ability to rewrite

pronominal mentions, and then integrates pronoun coref-

erence constraints in the ILP formulation. Specifically,

the model incorporates (1) constraints from coreference

ensuring that critical pronoun references are clear in

the compressed summary and (2) constraints from syn-

tactic and discourse parsers ensuring that sentence re-

alizations are well-formed. The ILP objective function

contains weighted scores for both unit extraction and

anaphoric references. Weights are directly trained us-

ing manual abstractive summaries via structured SVM

with ROUGE-based loss function. On the New York

Times dataset and the RST Treebank which contain

reasonably sufficient scale of document-summary pairs

for supervised training, the system significantly outper-

forms the baseline that extracts leading sentences.

Actually there exist other justifications for utiliz-

ing discourse parsing and discourse units for compres-

sive summarization. By studying the compatibility of

EDUs with human-labeled summarization units from

pyramid evaluations and by assessing their utility in

reconstructing manually-written document previews, a

recent study [108] demonstrates that segmenting EDUs

(elementary discourse units, cf. Section 2.2.3) is effec-

tive in preserving human-labeled summarization con-

cepts, while using EDUs as units of content selection

instead of sentences leads to stronger summarization

performance, especially under tight budgets.

In all, compressive systems are currently producing

competitive results with syntactic and discourse con-

straints directly guiding the results towards being con-

cise and coherent, achieving a good trade-off between

content compactness and readability.

2.3.2 Towards Full Abstraction

Fully abstractive summarization attempts to understand

the input and generate the summary from scratch, usu-

ally including sentences or phrases that may not ap-

pear in the original document. It actually involves mul-

tiple subproblems, each of its own can be made a rela-

tively independent research topic, including: simplifica-

tion, paraphrasing, merging or fusion, etc. Cheung and

Penn [29] conduct a series of studies comparing human-

written model summaries to system summaries at the

semantic level of caseframes, which are shallow approx-

imations of the semantic role structure of a proposition-

bearing unit like a verb, and are derived from the de-

pendency parse of a sentence. They find that human

summaries are: (1) more abstractive, using more aggre-

gation (2) contain less caseframes (3) cannot be recon-

structed solely from original documents but is able to

if in-domain documents are added.

Due to the inherent difficulty and complexity of full

abstraction, current research in abstractive document

summarization mostly restricts in one or a few of the

subproblems. It is also less active compared with com-

pressive summarization, since merely considering com-

pressions have already boosted system performance, as

discussed in the last section. 9

Woodsend and Lapata [195] propose a model that

allows paraphrases induced from a quasi-synchronous

tree substitution grammar (QTSG) to be selected in the

final ILP model covering content selection, surface real-

ization, paraphrasing and stylistic conventions. For doc-

ument summarization that involves paraphrasing and

fusing multiple sentences simultaneously, other than grammar-

based rewriting, one simpler more typical approach is

to merge information contained in sub-sentence level

units. For instance, one can cluster sentences, build

word graphs and generate (shortest) paths from each

cluster to produce candidates for making up a sum-

mary [51, 6]. More sophisticated treatments can also

be built on syntactic or semantic analysis. One may

build sentences via merging consistent noun phrases

and verb phrases [13], or linearizing graph-based se-

mantic units derived from semantic formalisms such as

abstract meaning representation (AMR) [121].

There also exist psychologically-motivated studies [48]

trying to implement cognitive human comprehension

models based on propositions, which are elements ex-

tracted from an original sentence, each containing one

functor and several arguments. Propositions form a tree

where a proposition is attached to another proposition

with which they share at least one argument. Sum-

maries are then generated from selected important propo-

sitions. Currently the systems have mostly been eval-

uated on over-specific datasets, rely heavily on various

components including parsing, coreference resolution,

distributional semantics, lexical chains [49], and natu-

ral language generation from semantic graphs [50].

In order to better guide alignment and merging pro-

cesses, supervised learning based methods have been in-

9 Nevertheless, in some specific domains and genres such as
meeting summarization or opinion summarization, the system
has to produce abstractive summaries. We will briefly give
some relevant introduction in next section.



14 preliminary version

vestigated [46, 178]. A later work [30] expands the sen-

tence fusion process with external resources beyond the

input sentences by combining the subtrees of many sen-

tences, allowing for relevant information from sentences

that are not similar to the original input sentences to

be added during fusion.

Abstractive summarization has also been studied

in information extraction (IE) perspective, for exam-

ple IE-informed metrics have also been shown to be

useful to rerank re-ranking the output of high perform-

ing baseline summarization systems [83]. In the con-

text of guided summarization where predefined cate-

gories and readers’ intent have been predefined, pre-

liminary full abstraction can be achieved by extracting

templates using predefined rules for different types of

events [59, 166].

A large part of existing work in abstractive sum-

mary generation is actually limited to more specific

domains, where fixed templates or rules are manually

crafted for generating the sentences. For example, abstract-

based approaches have been studied for product reviews

where graph-based algorithms can be designed to merge

reviews with similar textual content [55]. Sentence real-

ization templates can be designed to ensure grammati-

cality [60]. Meanwhile, instead of generating a summary

consisting of multiple sentences, some research focus on

only generating a headline for each news article sen-

tence [1, 154]. The authors first cluster or learn the

event templates from a large number of news articles,

and then fill the entities into appropriate templates to

form the headline. Headline generation has also become

a test bed for modern neural abstractive generation, de-

scribed in the next section.

2.3.3 Towards End-to-end Abstractive Summarization

Recently end-to-end training with encoder-decoder neu-

ral networks [175] have achieved huge success in data

sufficient sequence transduction tasks such as machine

translation, which brings potential applications for sum-

marization tasks, especially for abstractive settings. Fig-

ure 5a gives a high-level description of encoder-decoder

architecture. Input texts are encoded in a encoder net-

work and then pass to decoder network to produce the

desired output. Such architecture will be made more

specified (typically implemented using basic building

blocks such as recurrent neural networks with gated

units and attention weighting [4]) to adapt to different

sequence-to-sequence tasks, including machine transla-

tion and text rewriting. The inputs are typically just

raw texts, making the whole system free from heavy

manual feature engineering. 10 Figure 5b depicts an

instance based on two LSTM recurrent networks as

encoder (the sequence with green states LSTM1) and

decoder (the sequence with cyan states LSTM2), used

for rewriting the input text (blue squares) into a more

concise output (red squares; each output token is also

reused as input for the next decoder state to generate

the next token).

(a) General architecture
Those tricks failed <EOS>

LSTM1 LSTM1 LSTM1 LSTM1 LSTM2 LSTM2 LSTM2 LSTM2

Those tricks didn’t work <EOS> Those tricks failed

(b) An RNN-based instance for sequence-to-sequence
transduction (See [175, 4] for technical details)

Fig. 5: Encoder-decoder architecture

Currently this line of research under the term sen-

tence summarization (started from Rush et al [165] and

somewhat misleadingly called text summarization in

some follow-up research work) is in fact essentially sen-

tence simplification working on short text inputs such

as microblogs, tweets or single sentences. Therefore the

applications are mainly still in microblog summariza-

tion, sentence simplification and headline generation.

Relevant advances typically contribute more on ex-

tremely focused aspects to improve sequence-to-sequence

learning, or more specifically attention-based RNN encoder-

decoder structures [31, 135] in general. For example,

since many words in a simplified sentence are retained

from the original input sentence, it has been proved to

be useful to incorporate the copying mechanism [66,

67, 135] that allows a word to be generated by directly

copying an input word rather than producing from the

hidden state. Meanwhile, directly optimizing ROUGE

via reinforcement learning has been shown to be more

effective than optimizing likelihood for the decoder gen-

eration [3, 159]. For sentence simplification tasks usu-

ally there exists a predefined length constraint. As it is

difficult to pose hard constraints on decoder generation,

one recent work [89] studies various solutions, includ-

10 That said, designing architectures that actually work is
commonly reckoned to be equally labor-intensive.
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ing direct truncation on generated sequence, discard-

ing out-of-range generations in the decoding beam, and

directly embedding length information in the LSTM

units.

Unfortunately, it is still long way to go to adapt

such architectures to document summarization. Encod-

ing for generic documents, which typically contains mul-

tiple paragraphs or a collection of related documents,

currently still lacks satisfactory solutions. This ham-

pers the generalizability and usability of sequence-to-

sequence approaches. Currently there are a few attempts

for generic document summarization under end-to-end

neural architectures. To challenge the problem of cur-

rently longer inputs, hierarchical encoding and multiple

levels of attention have been designed [28, 135]. How-

ever, recent proposals of architectural designs have yet

to achieve competitive performance for fully abstractive

summary generation.

On the other hand, another unfortunately less no-

ticed drawback in this stream of study of neural sen-

tence simplification is that most papers equate perfor-

mance and quality with the ROUGE metrics, and sim-

ply just omit manual evaluations on meaning preser-

vation and linguistic quality, even there exist no proof

that the quality of simplification correlates well with

single-reference ROUGE on sentence-level output. As a

result, one has to take related progress with a grain of

salt. A recent study [179] introduces a manually-created

multi-reference dataset for abstractive compression of

sentences or short paragraphs. Empirical evaluation on

the dataset shows the importance of multiple reference

as well as suitable units in order to make automatic

metrics more reliable, while neural models currently

are still inferior to classic deletion-based ILP frame-

works [34] in terms of human ratings.

Nevertheless, sequence-to-sequence frameworks have

been shown to be effective for some specific genres with

short output, for example generating abstracts for opin-

ion and arguments [189]. At the encoder part, impor-

tance sampling is performed to limit the input to con-

sist only a few possible sentences, with the importance

weights estimated from an external regression model.

2.3.4 Comments

Recent years have witnessed some progress beyond sen-

tence extraction, with a number of studies shifting fo-

cus towards compressive summarization and more ab-

stractive summarization to directly generate sentences.

Compared with sentence extraction, compressive sum-

marization can produce more concise summaries, but

not as flexible as more abstractive approaches. Mean-

while, research in non-extractive approaches is still at

the beginning. Current fully abstractive approaches can

not always ensure grammatical abstracts, which is also

one major limitation of language generation in general.

2.4 Progress Beyond Traditional News Summarization

The most typical settings of traditional generic summa-

rization studies are based on standard benchmarks that

are collected from news data. However, there exist var-

ious types of different tasks settings, domains, and gen-

res that worth some efforts of research. Meanwhile, tra-

ditional summarization techniques have been adapted

and applied for many related but different applications.

In this section we will describe progress beyond the

most standard settings of summarization tasks.

2.4.1 New Settings for Document Summarization

In recent years there have been massive studies that

explore beyond traditional generic document summa-

rization, addressing different use cases for document

summarization with specific settings.

For example, comparative summarization requires

the system to provide short summaries from multiple

comparative aspects. For extractive approaches, sen-

tences with both representativeness and comparative-

ness should be selected [79]. Wang et al [187] propose

a discriminative sentence selection approach based on

a multivariate normal generative model to extract sen-

tences best describing the unique characteristics of each

document group, aiming at summarizing the differences.

Ren and de Rijke [161] explicitly consider contrast, rele-

vance, and diversity for summarizing contrastive themes.

They employ hierarchical nonparametric Bayesian model

to infer hierarchical relations among topics and enhance

the diversity of themes by using structured determinan-

tal point processes [61]. They pair contrastive themes

and employ an iterative optimization algorithm to se-

lect sentences. Recently differential topic models have

also been explored to measure sentence discriminative

capability for comparative summarization [69].

Update summarization addresses another goal to gen-

erate a short and concise summary for the latest up-

dating topic-related documents, assuming that the user

has already read some earlier documents on the same

topic. In this setting, both salience and novelty should

be considered. Graph-based methods can be adapted to

capture the relation between the information in earlier

documents and the latest documents and derive salience

scores for sentence ranking [184]. There are also stud-

ies using structured topic models as an unsupervised

probabilistic approach to model novelty in a document

collection and applying it to the generation of update



16 preliminary version

summaries [42]. In particular, hierarchical Dirichlet pro-

cesses have been shown to be flexible for integrating

temporal information and inferring the relationships

between sentences and multiple aspects [105, 103]. A

recent study addresses the task by modifying the clas-

sic concept-based ILP framework for traditional sum-

marization, using supervised concept weights and dis-

criminative reranking to produce more competitive re-

sults [99].

An extension of update summarization with multi-

ple steps is called evolutionary timeline summarization

(ETS). Given the massive collection of time-stamped

web documents related to a general news query, ETS

aims to return the evolution trajectory along the time-

line, consisting of individual but correlated summaries

of each date. This setting emphasizes multiple factors

including relevance, coverage, coherence and (cross-date)

diversity. The task can be formulated as a constrained

optimization problem to select and substitute sentences

that satisfies multiple requirements [199], or can be ad-

dressed in a graph ranking framework unifying inter-

date and intra-date dependencies between sentences [198].

Related ideas can be used to track large-scale events

across time, in frameworks such as pipelining sentence

salience prediction and clustering based multi-document

summarization [86].

Currently most summarization research settings are

monolingual. A few exceptions try to explore the mul-

tilingual summarization setting in which the system

should be able to process several languages in source

documents with a summary in the same language as

input [119]. Litvak and Last [119] describe cross-lingual

methods for training an extractive single-document text

summarizer called MUSE (MUltilingual Sentence Ex-

tractor), using a genetic algorithm to find the best lin-

ear combination of a rich set of language independent

sentence scoring metrics. 11 Another related but dif-

ferent setting is cross-language summarization, where

source and target languages are different. Currently

proposed solutions include bilingual graph coranking [183]

and other approaches inspired by statistical machine

translation [205, 213].

2.4.2 Summarization in Specific Domains and Genres

Since different tasks are defined under different domains

or text genres, researchers may develop approaches that

11 The authors of [119] use ROUGE-1 recall as the fitness
function for measuring summarization quality. The discrete-
ness of objective function (ROUGE) hampers the use of lin-
ear programming solutions. In principle, other more advanced
and more efficient global optimization techniques such as
Bayesian optimization [173] may also be applicable.

differ substantially from the typical generic summariza-

tion approaches. In some specific genres, the input doc-

uments are usually short and therefore not considered

as “document summarization”. We will slightly touch

these settings as well for integrity. Typically there ex-

ist new challenges, compared with generic document

summarization. For example, microblog data may come

in massively large scale, consisting multiple items that

repeatedly and redundantly describe the same event.

Texts are far less formal and contain huge noise. Infor-

mation might be time-variant, while user information

needs are diverse.

Microblog timeline summarization and twitter stream

summarization serve as an example. Microblog data

are individually short, but often highly redundant as

a collection, and are often aligned on timeline. Extrac-

tive approaches are predominant on tweet summariza-

tion. They are first used for streams following simple

and structured events such as sports games [177, 24,

143]. In particular, Chakrabarti and Punera [24] uti-

lize temporal structural properties by designing modi-

fied hidden Markov models to automatically learn dif-

ferences in language models of sub-events. Date selec-

tion is also proved to be important in timeline summa-

rization [180]. More abstractive studies start from the

Phrase Reinforcement algorithm [168] which extracts

frequently used sequences of words and is first applied

in summarizing topic streams. Subsequent research em-

phasize improving word graphs by using dependency

parses [85], sequential summarization over evolving top-

ics [56], or having online stream data as input [146].

Due to the specific properties of microblogs, personal-

ization and social context can also be introduced in the

model to enhance performance for twitter summariza-

tion [203, 77, 123, 102], or leveraging both social factors

and content quality [44, 216]. There also exists research

that studies summarizing the repost structures of pop-

ular tweets [106], leveraging both the content of repost

messages and different reposting relations between com-

menters and followers. A related task is indicative tweet

generation, which aims at generating indicative tweets

that contain a link to an external web page. There

has been some work within extractive frameworks [125].

However, it has been shown recently that word extrac-

tion is rather limited for this task [171]: the less formal

the source article is, the less extractive the tweets seem

to be.

Summarizing spoken data or transcripts poses the

extreme challenge of noise and redundancy. Other than

information coverage, special treatments are necessary

to extend beyond utterance extraction. For meetings [188,

148] and conversations [181], more compact and more

abstractive generations are required. However, unlike
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generic summarization, they typically have relatively

fixed patterns and procedures, making template extrac-

tion and information fusion slightly easier and more

feasible. Typical frameworks consist of templates ex-

traction from the training set and template filling.

Opinion summarization is the task of producing a

summary that also preserves the sentiment of the text,
12 therefore posing a trade-off between summarization

and opinion mining or sentiment analysis: the demand

of extraction or compression may drop sentiment bear-

ing sentences, while the demand of sentiment detection

may bring in redundant sentences. Submodular func-

tions or modifications can be designed to address the

conflicting requirements, balancing the coverage of both

topics and polarities [191, 81]. Product review sum-

marization can also be implemented via ILP based on

phrase selection, optimizing for both popularity and de-

scriptiveness of phrases [210]. Additional information

for reviews such as review helpfulness ratings have also

been proved useful to guide review summarization [196].

Meanwhile, abstractive approach have been shown to be

more appropriate for summarizing evaluative text [20,

43]. In particular, graph-based method has been ex-

plored to produce ultra concise opinion summaries [55].

To improve fluency for abstraction, Carenini et al [20]

tries to generate well-formed grammatical abstracts that

describe the distribution of opinion over the entity and

its features, with a hand-crafted feature taxonomy for

each product as input. Di Fabbrizio et al [43] propose a

hybrid abstractive/extractive sentiment summarizer to

select salient quotes from the input reviews and embeds

them into the abstractive summary to exemplify, justify

or provide evidence for the aggregate positive or nega-

tive opinions. End-to-end encoder-decoder RNNs have

also showed effectiveness in producing short, abstrac-

tive summaries for opinions [189]. For longer reviews it

is feasible to perform discourse parsing and aggregate

discourse units in a graph, then review summarization

will reduce to sequentially performing subgraph selec-

tion and template-based generation [60].

Summarizing scientific articles has been a popular

research topic in recent years. Although author-written

abstracts are usually available, they are considered to

be less structured, vary significantly in terms of length,

and are often not self-contained, sometimes even have

been written independently of the main document. Apart

from features in generic summarization, many other

information can be explored in scientific articles. For

example, automatically annotated argumentative zones

12 For a more specific, comprehensive discussion on opinion
summarization, readers may refer to existing survey papers
(e.g. [90, 120]).

13 can be used as features to guide extractive summa-

rization for scientific articles [38]. More fine-grained as-

pects of the content and conceptual structure of the

papers might be more useful than argumentative zones

in certain cases by providing a greater level of detail in

terms of categories denoting objectives, methods and

outcomes [112]. Citations to a particular article can

also be aggregated to construct its summary, e.g. per-

forming centrality-based summarization after cluster-

ing citations [155]. Recent studies also try to combine

both sources, i.e. utilizing the citation sources while re-

flecting the content and the discourse structure of the

original paper [35]. More careful treatment for discover-

ing salient keywords and information-rich citation sen-

tences may further improve scientific summarization as

well [197]. A related application is to perform scientific

survey generation. Link analysis models such as HITS

can be adapted to exploit the lexical network structure

between sentences from citing and cited papers [82].

Besides the aforementioned studies, there also ex-

ists research on summarizing emails [127], community

question answering [26], student responses [128], movie

scripts [64], entity descriptions in knowledge graphs [27],

and source codes descriptions [80]. Different scenarios

pose variously different requirements and objectives on

summarization systems.

2.4.3 New Applications of Document Summarization

Techniques

There also exists research that explore new applications

of classic document summarization techniques. For in-

stance, traditional summarization framework including

sentence scoring and selection has been applied in new

scenarios such as automatically generating presentation

slides for scientific papers [78] and automatically con-

structing sports news from commentary scripts [212].

More crafted content selection and organization have

even enlightened the possibility to automatically com-

pose poetry [200]. There also exist studies for generat-

ing topically relevant event chronicles, mainly consist-

ing of event detection module followed by learning-to-

rank extractive summarization to select salient events

and construct the final chronicle [57].

Summarization techniques have also been used to

help interpreting predictions from neural networks, which

are commonly treated as black-boxes that make predic-

tions without explicitly readable justifications. For ex-

ample, it is useful to extract or generate short rationales

13 A scheme of information structure that classifies sentences
in scientific text into categories (such as Aim, Background,
Own, Contrast and Basis) based on their rhetorical status in
scientific discourse.
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to explain why a neural network model predicts certain

sentiment classes for a paragraph of user-generated re-

views. Sentences generated for such scenarios should be

concise and coherent, while being sufficient for making

the same predictions when only using these sentences

alone without referring to the full passage of review [95].

There exists another kind of high-level document

summarization that tries to produce a summary of huge

topic hierarchies. Bairi et al [5] recently study this task

to summarize topics over a massive topic hierarchies (a

huge directed acyclic graph) such that the summary

set of topics produced represents the objects in the

collection. The representation is characterized through

various classes of monotone submodular functions with

learned mixture weights capturing coverage, similarity,

diversity, specificity, clarity, relevance and fidelity of the

topics.

3 On Future Trends and Directions

The fast development of related fields has brought some

new possibilities for document summarization. How-

ever, there still exist many remaining challenges un-

solved. In this section we will give a brief overview on

some of the significant trends and possible important

future directions in the research frontier.

3.1 Collecting Data for Summarization

Currently the standard datasets for document summa-

rization tasks, especially for multi-document cases, are

mostly in small scale, consisting of only tens of topics
per task. This hampers the progress of machine learning

based approaches. The shortage of data appears more

obviously in domains other than news, as well as in lan-

guages other than English. As a consequence, current

research lacks focus on other domains and languages.

Building high-quality datasets for summarization will

be an important future direction that will largely boost

the development of this field. There exists some prelim-

inary progress in collecting large-scale data for produc-

ing extremely short summaries using microblogs related

to specific news articles [76, 17], but data collection for

more generic summarization or other different genres is

still a topic to be explored. As a temporary solution to

the data shortage problem, it is also worthwhile to con-

sider better utilizing external resources or additional

background corpora to help summarizers in capturing

important information [100, 218].

The necessity to collect high-quality data also natu-

rally appears when evaluating summarization systems,

where certain scale of evaluation data are needed to

reach statistically convincing conclusions. There even

exist additional issues other than scale. As a concrete

example, a recent study [11] shows that when evaluated

on traditional query-focused summarization datasets,

state of the art algorithms designed for query-focused

summarization do not significantly improve upon generic

summarization methods which simply ignore query rel-

evance. They introduce a new dataset with controlled

levels of topic concentration and report strong perfor-

mance improvements for algorithms that properly model

query relevance as opposed to generic summarizers.

3.2 Improving Evaluation for Summarization

Even if ROUGE metrics are currently the de facto stan-

dard for automatic evaluation, they are not perfect in

many aspects. For example, ROUGE scores will remain

unchanged after arbitrarily disordering the sentences in

a summary, since ROUGE metrics are designed mostly

for detecting information coverage rather than coher-

ence or other important quality factors. Studies have

shown that for lower-order ROUGE scores they tend

to detect significant differences among systems, even

though human judges find that they are actually com-

parable [158]. Also, a recent study [65] reveals some in-

consistency for using different ROUGE variants, using

pairwise Williams significant test to show that previ-

ously recommended best variants of ROUGE (average

ROUGE-2 recall without stop word removal) [147, 73]

might be suboptimal.

Some strategies for improvements on ROUGE as

well as other automatic or semi-automatic metrics have

also been proposed. For example, since ROUGE scores

are unfairly biased towards surface lexical similarities,

word embeddings can be used to compute the seman-

tic similarity of the words used in summaries and better

correlations with human judgements have been achieved [140].

Distributional semantics have also been used to perform

automatic pyramid scoring [151]. Louis and Nenkova [126]

propose to use four classes of easily computable features

that are supposed to capture aspects of the input text

without the need of gold-standard summaries, showing

that their approach correlates favourably with pyramid

scores.

3.3 Summarization via Understanding the Documents

and Queries

Currently identifying important information still mostly

relies on occurrence frequency or surface-level features.

There still exists huge quality gap between automatic
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summaries and human-written summaries. Good sum-

maries should contain all semantically important infor-

mation described in the original documents, rather than

those most frequent word sequences. Unfortunately cur-

rent systems mostly involve no semantic-level process-

ing.

The issue becomes more obvious in guided sum-

marization or query-focused summarization, as current

methods mostly make use of shallow calculations of sim-

ilarities or overlaps between document sentences and

query terms without any effort to understand the infor-

mation needs and response accordingly. Some attempts

have been made to explicitly deal with query guid-

ance for news with manually provided category infor-

mation [141, 214], but more general-purposed solutions

are still eagerly needed. Meanwhile, discourse parsing

is inevitable to explicitly capture the structure of the

document, which will be crucial for generating more

coherent and more organized summaries as well. Cur-

rent relevant research mainly exists in single document

summarization as the task reduces to trimming a sin-

gle discourse tree in some sense. Properly utilizing dis-

course relations between text units in other scenarios is

currently a topic still to be explored.

3.4 End-to-end Neural Architectures for Abstractive

Summarization

Representation learning based on neural network ar-

chitectures have proved to be useful in some natural

language processing tasks that involves text rewriting,

such as machine translation. At the moment, some ini-

tial attempts on document summarization has been made

for end-to-end training but have yet to achieve real per-

formance gain. Naive RNN encoder-decoder structures

currently fail to encode documents, which are way much

longer and more structured compared with sentences as

input. Better hierarchical encoding and attention with

multiple levels on both words and sentences [107] are

perhaps needed, along with possible external memory

units [174] for storing distant but more significant infor-

mation. Explicitly designing latent variable structures

to capture discourse relations between sentences [84]

may also help the document encoding process.

3.5 Summarization at Scale

The motivation for automatic summarization is the ex-

plosion of information. Current research focuses more

on generic news summarization on standard benchmarks,

with a relatively small number of documents already

provided as data source. However, real data sometimes

come in stream and may have different formats includ-

ing news texts and all kinds of user generated con-

tents [146, 58, 217]. Most proposed methods for generic

summarization may not be trivially adaptable for large

scale streaming data with possible loss of either ef-

ficiency or effectiveness. More specific treatments are

needed to handle the challenges of events detection, dy-

namics modeling, contextual dependency, information

fusion and credibility assessment.

3.6 Summarization with User Interactions

Another research direction is to develop summariza-

tion systems that involve user interactions. Different

users may have different requirements for summariza-

tion systems, hence certain level of personalization or

user interaction is needed. From users’ point of view,

one may modify his/her queries based on the previous

summaries generated from the system. This idea has

been studied as a query-chain summarization task [10],

where a series of relevant queries are considered, and an

update summary is constructed for each query in the

chain. Summaries can also be made hierarchical. A user

may click on a sentence from a global summary and get

to see a more detailed, focused summarization for the

point of that sentence [33].

3.7 Multi-modal Summarization

Most documents on the Web are not all in the format of

texts. They also contain multimedia information such

as images, audio or videos. Since the current wave of

deep learning approaches have made more significant

achievements in visual information processing and au-

dio processing than in natural language processing, uti-

lizing multimedia data sources may also be helpful for

learning text representations and thereby be helpful for

text summarization. A recent study proposes a joint

embedding scheme for images and texts in news for

generating multimedia story timelines [192]. We are ex-

pected to find more progress from this line of research

in the future.

3.8 Summarization for Non-factoid Question

Answering

Search engines are currently surpassing the traditional

keyword-based document retrieval, providing direct an-

swers for certain kinds of simple factoid questions as

queries. However, there are still many types of ques-

tions that cannot be answered using simple phrases or
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one single sentence. These non-factoid questions include

definitions, reasons, procedures, opinions, etc. Giving

credible, comprehensive answers to these questions re-

quire aggregating and summarizing information from

one or many documents. Due to the complexity of these

problems, there exists few breakthrough in recent years

that surpasses traditional information retrieval systems [52,

202]. Hopefully some progress can be made with the de-

velopment of discourse analysis and natural language

understanding.

4 Conclusion

In this paper we survey recent efforts and progress made

for document summarization. While many research pa-

pers are still focusing on improving extractive summa-

rization from various aspects, there is also a strong

emerging favorite towards more abstractive summariza-

tion, with compressive summarization being particu-

larly popular as an intermediate step. Also much progress

has been made in summarizing under various settings

or genres of documents, extending the field beyond tra-

ditional news documents and English texts.

Although many papers on document summarization

have been published each year, there are still many

important issues remaining unsolved and slightly ne-

glected. There exists much space for improvement in

almost every aspect, such as the scale of available data,

the quality of evaluation, responsiveness to given query

or implicit user needs, too much reliance on shallow fea-

tures (e.g. term frequency) or patterns (e.g. manually-

written templates) in most current solutions, etc. With

the fast development of natural language understand-

ing (semantic parsing), discourse analysis, growth of

various kinds of data and data collection platforms, as

well as neural network based representation learning as

new powerful modeling tools, new chances for overcom-

ing previous difficulties emerge. We are optimistic that

more progress will be witnessed in this field in the near

future.
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